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expanded on a Fourier–Chebyshev basis since we consider
flows with one direction of spatial periodicity. In eachA dynamical spectral domain decomposition method is pre-

sented. In each subdomain a transformation of coordinate is used. subdomain of the inhomogeneous direction a coordinate
Both the locations of the interfaces and the parameters of the map- transform, with one parameter, is used. The mappings used
pings are dynamically adapted by minimizing the H 2

g-norm of the
assume that the most rapid variation is located at the centercalculated solution. We show on some functions that the total norm
of a subdomain. Both the mapping parameters and theof the Chebyshev series depends on the location of the interfaces.

Moreover, there exists a minimum that defines the best location of locations of the subdomain interfaces are obtained by min-
the interface. This defines a dynamical generation of Chebyshev imizing the H 2

g-norm of the calculated solution. The match-
collocation points. This numerical method is applied on partial dif- ing of density uses a simple upwind procedure whereasferential equations and it is shown that both the overall accuracy

the matching of velocity, temperature, and concentrationand the matching at the interfaces are improved with respect to
a fixed interface calculation. This algorithm is then used for the is performed with a method derived from the influence
numerical solution of the time-dependent full Navier–Stokes equa- matrix technique. The method is illustrated by the calcula-
tions. The solution technique consists in a Fourier–Chebyshev collo- tion of several unsteady Kelvin–Helmholtz flows and one
cation method combined with a matching method. The computa-

Rayleigh–Taylor flow.tional domain is decomposed into subdomains in the vertical
Numerical simulations of incompressible flows in whichdirection. In each subdomain a coordinate transform is used and

the locations of the interfaces are dynamically determined. The high accuracy is required are mainly carried out within the
elliptic problems coming from the viscous terms are solved by spectral method framework [1]. The situation is somewhat
means of the Chebyshev acceleration method. Density is matched

different in compressible flows where there are two differ-with an upwind procedure whereas the velocities, the temperature,
ent philosophies. On one hand, some authors considerand the concentration are handled with the influence matrix method.

Numerical examples are carried out on the compressible Kelvin– that spectral methods cannot handle strong discontinuities,
Helmholtz and Rayleigh–Taylor flows. Q 1997 Academic Press such as shock waves, and they prefer using high order

finite difference schemes that have a spectral-like accuracy.
However, difficulty in handling strong gradients or discon-

CONTENTS tinuities is not a feature of spectral methods. It is rather
a feature of high order methods, where the knowledge of1. Introduction.
derivatives of high order is needed. Consequently, all high2. The adaptive procedure with multidomain. 2.1. Example of func-

tions. 2.2. Example of differential equations. order numerical schemes need a special development for
3. The spectral algorithm. 3.1. Basic equations. 3.2. The parabolic handling strong discontinuities.

equations of velocity, temperature, and concentration. 3.3. The In view of this, applications of spectral methods to com-
hyperbolic equation of density. 3.4. The temporal scheme.

pressible flows have made some progress in last years. For4. Numerical applications. 4.1. The Kelvin–Helmholtz flow. 4.2.
homogeneous flows, Passot and Pouquet have developed aThe Rayleigh–Taylor flow.

5. Conclusion. new artificial viscosity to perform supersonic compressible
Appendix A: Derivatives with a transformation of coordinate. flow simulations in two and three dimensions [2]. For inho-
Appendix B: Properties of the coordinate transform. mogeneous flows, where polynomial expansions have to

be used, several difficulties have to be overcome. Since
compressible flows very frequently develop stiff and un-1. INTRODUCTION
steady gradients, it is necessary to use a mapping to a new
coordinate system.In this paper we present a dynamical pseudo-spectral

domain decomposition technique for subsonic unsteady Grosch and Orszag [3] first studied the numerical solu-
tion of problems in unbounded regions with coordinateviscous compressible flows. The dependent variables are
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transforms. They showed that these mappings are useful improve the accuracy in three general ways. The trans-
formed function varies less rapidly in the new space so itif the solution vanishes rapidly or approaches a constant

at infinity; otherwise they are not particularly helpful. They is better approximated by a polynomial. A second way is
to map the region of rapid variation near the boundariesalso show, with some examples, that algebraic mappings

are better than exponential ones. For bounded domains where the errors are smaller than in the middle of the
domain. This property is due to the global character of thethere are numerous examples in which mappings increase

the accuracy. polynomial approximation [10]. Finally, the mapping can
expand the region near the boundaries in such a way toAn adaptive procedure was introduced by Bayliss and

Matkowsky [4], in which a coordinate transform was cho- get a more uniform distribution of collocation points. They
conclude that the first strategy gives the better results.sen to minimize the weighted second Sobolev norm of the

solution. The numerical method was proven to be efficient They also notice that changes in the differential operator,
due to the mapping, do not negatively affect the condition-to compute steady nonaxisymmetric as well as unsteady

axisymmetric flames. This technique was independently ing of the matrices. In other words, coordinate transforms
permit a reduction of the number of collocation points,used by Guillard and Peyret [5], with the same norm—the

weighted second Sobolev norm in L2
g— to one-dimensional for a given level of accuracy. Moreover, it is shown in [11]

that preconditioned iterative procedures converge fasterpremixed flame and two-dimensional plane flame and two-
dimensional plane flame moving into a reactive medium. with a mapping. Mappings may also be used to obtain

algorithms with a less restrictive stability condition [12].The authors display the histogram of the Chebyshev expan-
sion of the solution, proving that spectral accuracy has However, mappings with only one parameter cannot

handle several stiff gradients on the same domain. In thesebeen reached.
A new functional was introduced in [6]. The spectral cases, coordinate transforms with several parameters have

to be used. Such mappings have been used by Baylis et al.interpolation error is bounded by the first neglected Cheb-
yshev coefficients. The procedure is illustrated by the solu- [13] who recently developed an adaptive approximation

of solutions to problems with multiple layers. The mappingtion of some combustion problems.
In [7], mappings are used to solve a linear hyperbolic family they used depends on 3N 2 1 free parameters,

where N is the number of the layers. The parameters canequation with Fourier and Chebyshev collocation methods.
The solution obtained with a mapping adapted with the H 2- be determined adaptively by minimizing a functional of

the calculated solution. On the other hand, multiple gradi-norm displayed much fewer oscillations than the solution
without mapping. Moreover, adaptive methods based on ents may be handled by a multidomain strategy with a

coordinate transform in each subdomain [14]. Moreover,the H1-norm place too much weight on the steep gradient
at the expense of the smooth regions. Consequently, adap- multidomain strategy allows one to simulate flows in com-

plicated geometries and to use parallelism techniques. Fi-tation based on minimizing the H 2-norm is preferred over
adaptation based on the H1-norm. Discontinuous functions nally, compressible flows generate quasi-discontinuities

and special methods have to be used. Recently, some solu-require a special treatment, in addition to coordinate trans-
forms. tion techniques have been proposed in the framework of

special methods [15–17].In [8, 9], Guillard et al. compare three functionals: the
weighted Sobolev norm introduced in [4, 5], the non- An adaptive multidomain method has been developed

in [18]. It is shown that for time-dependent solutions, fixedweighted norm, and the functional proposed in [6] that is
an upper bound for the maximum norm of the spectral locations of the interfaces can degrade the accuracy. In

this numerical technique, the locations of the interfacesinterpolation error. They found that, at least for the studied
cases, the choice of a specific functional is not too critical. are determined so as to minimize the maximum error in

all of the subdomains, or to equalize the errors within theHowever, the crucial point is the actual evaluation of the
functionals. They proposed three ways to perform this subdomains. In each subdomain, there is no transformation

of coordinate and the Gauss–Lobatto points are used. Thecomputation. It turns out that the best way is to transform
the integral, which defines the norm, and to use a quadra- method is tested against a hyperbolic system. Two and

three subdomain calculations are displayed. Moreover,ture. They also found that some filtering procedure is
needed. The functional versus the mapping parameter may they found that only a crude equalization is enough to

obtain improvements over single domain and fixed inter-have some high-frequency oscillations which can be re-
moved by the filter. This numerical procedure is used to face multidomain calculations. An adaptive method based

on different grounds has been developed in [19].simulate temporally growing compressible mixing layers
for convective Mach numbers ranging from 0.25 to 0.40 The domain decomposition strategy may be used in two

ways. First, one defines a large number of subdomains,and Reynolds numbers up to 1000.
In [10], an analysis of the influence of mappings is con- with a small number of collocation points, without map-

ping. This is the weak formulation, or variational formula-ducted on simple examples. They show that mappings can
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tion, approach such as the spectral element method [20]. depend on the interface locations. We first recall the basic
of the adaptive procedure in a single domain. Let u(x2)On the other hand, the strong formulation uses a relatively

small number of subdomains with a large number of collo- be a function defined in the interval [x2,inf , x2,sup]. Its Cheb-
yshev expansion readscation points. Coordinate transforms are then necessary

and they depend on one or more parameters.
In incompressible flows nonlinearities are only qua-

uN(x2) 5 ON
k50

akTk(j), (1)dratic, as opposed to the compressible flows where all or-
ders of nonlinearities are present through the density.
Higher order nonlinearities become relevant as the density

where j belongs to the computational space. Such anfluctuations are increasing. They induce couplings between
expansion is valid for smooth functions u. In general aFourier modes that are usually stronger than in the corre-
polynomial expansion is not appropriate for functions ex-sponding incompressible flow [21]. As a result, compress-
hibiting very rapid spatial variations. In these cases, it isible flows usually require more sophisticated numerical
necessary to use a coordinate transform to bring moremethods. To this end, one can distinguish several levels of
collocation points in the vicinity of the gradient. Such acomplexity on the kind of flows simulated in this paper.
mapping is denotedSteady subsonic compressible flows such as the Rayleigh–

Bénard instability do not require sophisticated methods
x2 5 f (a, j), (2)[22]. Steady supersonic flows such as the supersonic bound-

ary layer require more sophisticated numerical methods.
The unsteady subsonic flows such as the Kelvin–Helmholtz where a is the parameter of the mapping. For time-depen-
or the Rayleigh–Taylor flows, where strong gradients are dent problems, the parameter mapping has to vary. Let
present, require a specific treatment. This unsteady charac- b be the new value of this parameter. It defines a new
ter leads to adaptive methods. Finally, the unsteady tran- computational space by x2 5 f (b, h). The j and h coordi-
sonic and supersonic flows would also require the treat- nate systems are related by h 5 f(j) 5 f 21(b, f (a, j)).
ment of shock waves in an adaptive manner. In this paper, The value of the mapping parameter b is chosen in such
we restrict outselves to unsteady subsonic flows [23, 24]. a way that u has a smooth representation. This is achieved

The remainder of this paper is organized as follows. In by minimizing some functional of the variable u. The func-
Section 2 we describe the one-dimensional pseudo-spectral tional used in [9] is based on the inequality
dynamical domain decomposition method. This numerical

THEOREM 1. For any s and e such that 1 # e # s,technique is applied to the full Navier–Stokes equations
there exists a constant C such thatin Section 3. The next section is devoted to the application

of this numerical method to the Kelvin–Helmholtz and
iu 2 PN(u)ie,g # C(s)N2e2s21/2iuis,g , (3)Rayleigh–Taylor flows.

where2. THE ADAPTIVE PROCEDURE
WITH MULTIDOMAIN

It is now well known that functions that exhibit large iui2
s,g 5 Os

i50
E1

21
Udiu
dj iU2

g(j) dj with g(j) 5 1/Ï1 2 j 2.
gradients are better interpolated with a coordinate trans-
form [4–6, 9, 25]. In recent years, adaptive methods have
been developed. They use some functionals of the calcu- It means that the projection error in the Hs

g Sobolev
space is bounded by the norm of the function iuis,g . Manylated solution as an error bound. Several functionals have

been tested and, as already stated, there is a consensus functionals may be built from inequality (3). The choice
s 5 1, 2, and 3 has been tested. The value s 5 1 does notthat the H 2

g-norm of the calculated solution gives good
results. A better approach is to use adaptive methods com- give good results [4, 5, 7]. Guillard et al. [9] found that the

value s 5 3 gives results very closed to the s 5 2 case.bined with a domain decomposition technique. One con-
clusion of the studies carried out on domain decomposition They also found that the actual computation of the func-

tional J2,g(u) 5 iui2,g is crucial. The best way to computetechniques is that better results may be obtained, provided
the subdomain interfaces are close to their best locations. the functional J2,g(u) is to transform the integral in the

current j-coordinate since the function uN(j) is known atThese interface locations are usually adjusted by hand. We
show in this section that the criterion based on the mini- the Gauss–Lobatto points. The authors also observe that

the norm of the solution may be replaced by the norm ofmum of the H 2
g-norm may also be used to determine the

best location of the subdomain interface. In other words, its derivative. Following this remark, we may consider
rather the functional based on idu/dj is21,g . In multidomainthe sum of the norms over the number of subdomains does
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configurations with M subdomains, the total norm is evalu- subdomain. However, the best location of the interface
number m has been searched while the other ones wereated as
kept fixed. Consequently, the entire procedure has to be
iterated until convergence of the locations of the interfaces.

J2(u) 5 OM
m51

Jm
2,g(um), (4)

After convergence, a new set of Chebyshev collocation
points has been defined in the x2-direction. The number

with of iterations depends upon the number of subdomains.
However, it turns out that four or five iterations are usually
enough to achieve convergence. The solution is then inter-

Jm
2,g(um) 5 UUdum

dj
UU

1,g
, polated on this new set of collocation points. In some

configurations, for example, for a constant function over
a subdomain the procedure above described automaticallywhere M is the total number of subdomains and um the
decreases the size of the subdomain without a lower bound.restriction of the function u to the mth subdomain. In each
This defect is eliminated by imposing a lower bound forsubdomain the parameter of the coordinate transform is
the size of each subdomain.adapted by the procedure above described. As we shall

show in the next paragraphs, the norm over a subdomain, 2.1. Example of Functions
and consequently, the total norm depends on the location

Since the algorithm above described is based on theof the interfaces. In other words the total norm may be
evolution of the total norm J2 as the interface location isminimized by two different ways. The first one is the adap-
varied, we illustrate this behavior on two functions. Firsttation of the parameter mapping whereas the second way
we deal with the hyperbolic tangent function. Such a func-is the choice of the locations of the interfaces. This provides
tion is symmetric with respect to zero, as a result the inter-a criterion to determine such locations. A simple and ro-
face locations are constrained to be symmetric with respectbust procedure have been used to locate the best value of
to zero. Step 3 of the algorithm is carried out on thethe interfaces. The algorithm may be summarized in the
functionfollowing way:

1. Select the interface located at x m,old
2,interface , m 5 1, ...,

u(x2) 5 tanh 2x2 for 225 # x2 # 25. (5)M 2 1.

2. The best location of the interface is searched in a The Chebyshev approximation of this function has been
set of discrete values given by computed for two initial distributions of subdomains.

Three subdomains have been used in both cases. In the
first distribution the subdomain interfaces are located atx m

2,interface(i) 5 (x m,old
2,interface 2 DX2/2) 1

i 2 1
Ng 2 1

DX2
x2 5 65 whereas in the second one the interfaces are
located at x2 5 61. Each subdomain is mapped in the(i 5 1, ..., Ng)
interval [21, 1] by using the following transformation of
coordinate which depends on one real positive parameter awhere DX2 is the length of the interval in which the inter-

face is allowed to move and Ng is the number of discrete
x2(z) 5 x2,ave 1 az(1 1 b2 2 z2)21/2,

(6)
values. It is usually equal to 10.

x2,inf # x2 # x2,sup ; 21 # z # 1,3. For each value of x m
2,interface(i) (i 5 1, ..., Ng), the

following steps are carried out:
where x2,ave 5 (x2,inf 1 x2,sup)/2 and the constant b is defined—For each subdomain, the best value of the parame-
by b 5 2a/(x2,sup 2 x2,inf). The parameter a is determinedter of the coordinate transform is determined by minimiz-
by minimizing the H 2

g-norm of the calculated solution.ing the Jm
2,g-norm (m 5 1, ..., M).

Mapping (6) has been chosen here because it will be used—The total norm J2 is computed with Eq. (4). As a
in the solution of the full Navier–Stokes equations re-result, a set of Ng values of the total norm J2 : hJi

2(u); i 5
ported below.1, ..., Ngj has been obtained.

Figure 1 shows the evolution of the norms of the inner4. The minimum value of the set hJi
2(u); i 5 1, ..., Ngj and outer subdomains as well as the total norm versusdetermines the best location of the interface.

the interface location 6x2,interface . These results have been
5. Select the next interface and repeat steps from 2 to 4. obtained with 51 Chebyshev polynomials in each subdo-

main. Since the best location of the interfaces are not6. After all interfaces have been processed, a set of
Chebyshev collocation points has been defined for each known at the beginning of the computation, the same num-
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FIG. 1. The norm of the approximation of the function tanh 2x2 FIG. 2. Same as in Fig. 1, except that the number of collocation points
versus the location of the interface in a three-subdomain calculation. The is 21 and the interfaces are initially located at 61. The best location of
number of collocation points is 51 in each subdomain. The interfaces are the interface is also at x2,interface Q 2.05.
initially located at 65. The norms of the function in the outer and inner
subdomains are given by the dashed line. The solid line stands for the
total norm. The norm of the inner subdomain reaches an asymptote as
the location of the interface goes away from the origin. The total norm location of the interface is also at x2,interface Q 2.05. In other
exhibits a minimum at x2,interface 5 2.05. words, the norms of the calculated solution do depend on

the initial location of the interface. It is of interest to note
that there are several minima. Looking for the absolute

ber of Chebyshev polynomials have been used in each minimum requires to search the best location in the
subdomain, N1 5 N2 5 N3 5 51. The total norm exhibits whole domain.
a minimum which determines the best location of the inter- As a second test we study the representation of the
face. The norm of the outer subdomain becomes very large function sin x2/x2 . Results are displayed in Fig. 3. Three
as the interface location x2,interface goes to zero. This is subdomains are used with 51 Chebyshev polynomials in
related to the mapping (6) which brings collocation points each subdomain. The interfaces are initially located at 66.
in the middle of the subdomain. The norm of the function Since the function is more complicated with a large number
in the inner subdomain reaches an asymptotic value as of oscillations, the evolution of the norms with respect to
x2,interface is larger than 2. From this value the function u is the location of the interface is also more complicated. The
almost constant. Of course, other mappings would give norm of the function restricted to the inner subdomain
different results. The second distribution of subdomains,
in which x2,interface 5 1 with N1 5 N2 5 N3 5 51, leads to
the same curves and they are not presented here. This is
no longer true for a smaller number of collocation points
N1 5 N2 5 N3 5 21. In this case, the first distribution of
subdomains, where the interfaces are located at 65, gives
the same curves as the one displayed in Fig. 1. However,
the second distribution of subdomains, with the interfaces
located at 61, gives a completely different behavior for
the norm of the inner subdomain and the total norm as
the location of the interface is varied (see Fig. 2). This
may be understood by looking at Fig. 1 which shows that
the first distribution (x2,interface 5 5) leads to a much smaller
value of the total norm J2,g than the second distribution
(x2,interface 5 1). As a result, interpolating function (5) from
the first distribution to another one with a larger inner
subdomain give smaller errors than the same interpolation
carried out from the second distribution. This explains the FIG. 3. Same as in Fig. 1 for the function sin x2/x2 . The number of
large values of the total norm J2,g for large size of the inner collocation points is 51 in each subdomain and the interfaces are initially

located at 66. The total norm exhibits a minimum at x2,interface Q 5.70.subdomain as one can see in Fig. 2. However, the best
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TABLE I

Mean Value of the Errors, Defined by Eq. (12), between the
Exact and the Computed Solutions for the Diffusion Equation
at Time t 5 10

x2,interface Interfaces u u9 u0 u-

65 Fixed 0.18 3 1024 0.10 3 100 0.13 3 100 0.18 3 100

61 Fixed 0.34 3 1025 0.16 3 1023 0.19 3 1023 0.16 3 1022

65 Adapted 0.16 3 1024 0.24 3 1021 0.33 3 1021 0.58 3 1021

61 Adapted 0.13 3 1024 0.21 3 1022 0.24 3 1022 0.46 3 1022

Note. Two initial distributions of subdomains have been used. The first
two runs use fixed interfaces whereas the two last ones use the dynamical
generation of collocation points.

5. It does not give an absolute minimum. The smaller theFIG. 4. Same as in Fig. 3. The number of collocation points is 51 in
number of collocation points, the stronger the influenceeach subdomain and the interfaces are initially located at 61. The total

norm exhibits a minimum also at x2,interface Q 5.70. of the initial interface distribution.

2.2. Example of Differential Equations

The dynamical generation of Chebyshev collocationgrows as the size of this subdomain increases whereas the
points above described is now applied to two partial differ-norm associated to the outer subdomain decreases. As a
ential equations. The first example is the following one-result, there is a minimum located at x2,interface Q 5.70. In
dimensional diffusion equationa second numerical experiment the results of which are

displayed in Fig. 4, the interfaces were placed at 61, very
far from the best value previously obtained. The number ­c

­t
5

1
16

­2c
­x2

2
, 225 # x2 # 25, (7)

of collocation points is N1 5 N2 5 N3 5 51. The procedure
gives the same value for the minimum, i.e., x2,interface Q 5.70.
However, for very large inner subdomain, the behavior is with the boundary conditions
quite different from the previous case. As for the hyper-
bolic tangent function, there is a strong influence of the ­c

­x2
(x2 , t) 5 0 for x2 5 625. (8)

initial distribution of the interfaces. The third numerical
experiment carried out on the function sin x2/x2 with N1 5

Recall that the self-similar solution of Eq. (7) isN2 5 N3 5 21 Chebyshev polynomials is reported in Fig.

cexact(x2 , t) 5
1
2 S3 1 erf S2

x2

Ït
DD, (9)

which allows us to define a thickness of the gradient by

dc 5 x2,1 2 x2,2 with U­cexact

­x2
(x2,6)U5 1024. (10)

The initial condition is chosen to be

c(x2 , t 5 0) 5 As(3 1 tanh 60x2). (11)

The diffusion equation (7) has been integrated, with a
three stage low storage Runge–Kutta scheme, from time
t 5 0 to t 5 10. Four simulations have been carried out
with three subdomains and with 51 Chebyshev polynomials
in each subdomain. Since the function is symmetric with
respect to the origin, the interfaces are constrained to beFIG. 5. Same as in Fig. 3. The number of collocation points is 21 in
also symmetric. Two initial distributions of subdomainseach subdomain and the interfaces are initially located at 61. There is

no absolute minimum. have been used as shown in Tables I and II. The two last
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simulations use the dynamical procedure to find the best
location of the interfaces. In all cases the mapping parame-
ters of the subdomains are adapted. A global error indica-
tor based on the discrepancy between the exact and the
computed solution has been defined. It reads

Err[c] 5
1
N ON

j51
Uc(x2, j) 2 cexact(x2, j)

cexact(x2, j)
U, where N 5 OM

m51
Nm .

(12)

A local error indicator has also been used. It is based on
the discrepancy of the solution and its derivatives on each FIG. 6. Thickness, defined by Eq. (10), of the gradient of the solution

of the diffusion equation (7), compared with the size of the inner subdo-side of the interface. It reads
main in a three-subdomain calculation. The symbols s and . denote
the size of the inner subdomain, dsub , between two interfaces initially
located at 65 and 61, respectively. The thickness of the gradient is dc .ERR[c(n)] 5 Uc(n)

m (x2,m) 2 c(n)
m11(x2,m)

c(n)
m (x2,m) 1 c(n)

m11(x2,m)U for m 5 1, ..., M 2 1,

(13)

where n is the order of the derivative and m the number because the influence matrix method is a local matching
of the subdomain. Without the dynamical adaptation of procedure. The quantities reported in the fourth column
the locations of the interfaces, the data of Tables I and II of Table II are computed from spectral derivatives of the
show that that the results are very sensitive to the location variables calculated a posteriori. The adaptive procedure
of the subdomain interfaces. However, the best results are improves the accuracy even though, for some initial distri-
obtained for fixed interfaces located at 61. In this case, at butions, the interfaces are far away their best locations.
time t 5 10 the solution of Eq. (7) is almost a straight line This improvement is dramatic for the jump of the second
between the two points x2 5 61. This explains why the derivative; there are 5 or 6 orders of magnitude between
mean value of the error is very small and the matching of the results with adaptive interfaces and with fixed inter-
the function and its derivatives are very good. It turns out faces for the 65 initial location of the interface. In the
that the dynamical procedure leads to very good results same way the jump of the third derivative is improved by
for two different initial locations of the interface. From 3 or 4 orders of magnitude. This is a noteworthy result
Fig. 6 it also clear that the interface follows the gradient, since there is no matching condition for these derivatives.
defined by Eq. (10). Of course, a different definition would The second and last example with partial differential
have led to a different thickness, but the important point equation is given by the following advection–diffusion
is that both the thickness and the interface evolve in the equation
same way. The jumps of the first derivatives are nonzero

­c
­t

1 v(x2 , t)
­c
­x2

5
1

Re
­2c
­x2

2
, 225 # x2 # 25, (14)

TABLE II

The Local Error of Matching of the Function and Its Deriva-
tives between Two Subdomains, such as Defined by Eq. (13) for where Re is a parameter. The boundary conditions are
the Same Simulations as in Table I

x2,interface Interfaces u u9 u0 u-
­c
­x2

(x2 , t) 5 0 at x2 5 625. (15)
65 Fixed 0.00 0.59 3 1027 0.94 3 1021 0.95 3 1021

0.00 0.44 3 1027 0.94 3 1021 0.94 3 1021

61 Fixed 0.00 0.14 3 10210 0.54 3 1026 0.63 3 1023

0.00 0.73 3 10211 0.42 3 1026 0.65 3 1023

The velocity v is a given function of space x2 and time t65 Adapted 0.00 0.49 3 1028 0.59 3 1026 0.31 3 1024

which reads0.00 0.13 3 1028 0.17 3 1025 0.83 3 1025

61 Adapted 0.00 0.22 3 1028 0.54 3 1025 0.11 3 1023

0.00 0.47 3 1028 0.56 3 1025 0.95 3 1024

Note. The upper line refers to the interface between subdomains 1 and v(x2 , t) 5 cos t 2 tanhSRe
2

x2 2
Re
2

sin tD. (16)
2. The lower one is for the interface between subdomains 2 and 3.
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TABLE IV

Same Simulations as in Table III but for the Local Error,
ERR, Defined by Eq. (13)

x2,interface Interfaces u u9 u0 u-

64 Fixed 0.00 0.51 3 1028 0.26 3 1022 0.13 3 1021

0.00 * * *
62 Fixed 0.00 0.17 3 1029 0.28 3 1025 0.43 3 1024

0.00 0.11 3 1026 0.34 3 1024 0.33 3 1023

61 Fixed No sol. No sol. No sol. No sol.
No sol. No sol. No sol. No sol.

64 Adapted 0.00 0.49 3 1027 0.85 3 1023 0.56 3 1022

0.00 0.70 3 1025 0.36 3 1022 0.51 3 1021

62 Adapted 0.00 0.60 3 1027 0.88 3 1023 0.55 3 1022

0.00 0.31 3 1025 0.35 3 1022 0.50 3 1021

61 Adapted 0.00 0.13 3 1027 0.14 3 1023 0.43 3 1023

0.00 0.69 3 1027 0.37 3 1024 0.40 3 1022

FIG. 7. Solution, cexact given by Eq. (17), of the advection–diffusion
equation defined by Eq. (14) in the (x2 , t) space for a parameter Re 5 4. Note. It characterizes the jumps of the function and its derivatives

between two subdomains. The upper line refers to the interface between
subdomains 1 and 2. The lower one refers to the interface between
subdomains 2 and 3. The symbol * means that the derivatives are tooThe exact solution is
small to have significance.

cexact(x2 , t) 5 S3 1 tanh SRe
2

x2 2
Re
2

sin tDD@2. (17)

sensitive to the location of the interfaces even though the
This function with a parameter value Re 5 4 is displayed parameter mappings of the three subdomains are adapted
in Fig. 7. The numerical solution uses the initial condition

with the H 2
g-norm. The choice x2,interface 5 64 gives good

results while the choice x2,interface 5 62 corresponding to
c(x2 , t 5 0) 5 S3 1 tanh

Re
2

x2D@2. (18) the second row of Table III gives worse results. In the
third simulation (x2,interface 5 61) the calculation simply
blows up because adapting the mapping parameter is notEquation (14) has been solved from time t 5 0 to t 5
efficient enough to follow the gradient through the inner4 with three initial distributions of subdomains and with
subdomain.the parameter Re 5 4. We have used 51 Chebyshev polyno-

With the moving interface procedure, the subdomainmials in each subdomain. The interfaces have been located
follows the gradient as it is shown in Fig. 8, for a parameterat x2 5 64, 62, 61 successively. The three first simulations
value Re 5 4, and for three initial locations of the interfaceskeep the interfaces fixed whereas the three last ones use
64, 62, and 61. In this case, the global accuracy definedthe moving interface procedure. The results are presented
by Eq. (12) depends slightly on the initial location of thein Tables III and IV. For fixed interfaces, they are very
interfaces. For such a parameter value, the jumps of the
second derivatives are fairly small. As in the previous ex-

TABLE III amples, the dynamical generation of collocation points im-
Mean Value of the Errors, defined by Eq. (12), between the proves the accuracy. This improvement is dramatic for the

Exact Solution and the Computed Solution for the Advection– third simulation; we obtain the true solution with the same
Diffusion Equation (14) with a Parameter Value Re 5 4 accuracy than the previous ones, although the interfaces

were initially located at 61. Indeed, since the interfaces,x2,interfaces Interfaces u u9 u0 u-

in the three last simulations are allowed to move with the
64 Fixed 0.64 3 1025 0.43 3 1022 0.15 3 1021 0.65 3 100

H 2
g criterion, the errors are fairly close.

62 Fixed 0.19 3 1023 0.57 3 100 0.74 3 100 0.17 3 101

61 Fixed No sol. No sol. No sol. No sol. For a parameter value 10 times larger, Re 5 40, the
64 Adapted 0.39 3 1024 0.86 3 1023 0.16 3 1022 0.35 3 1022

gradient is much larger but the numerical procedure is able
62 Adapted 0.39 3 1024 0.86 3 1023 0.16 3 1022 0.34 3 1022

61 Adapted 0.39 3 1024 0.50 3 1022 0.57 3 1022 0.15 3 1021 to follow the structure. In this simulation 51 collocation
points are used in each subdomain. Results are presented

Note. Three initial distributions of subdomains have been used. The in Fig. 9, where the evolution of the center of the innerfirst three lines use fixed interfaces whereas the three last ones use the
subdomain, the size of the subdomain, and the thicknessdynamical generation of collocation points. With the third distribution

of subdomains with fixed interfaces, one cannot get a solution. of the gradient are represented. The global accuracy, as
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TABLE V

Mean Value of the Errors, Defined by Eq. (12), between the
Exact Solution and the Computed Solution for the Advection–
Diffusion Equation (14) with a Parameter Value Re 5 40

x2,interface Interfaces u u9 u0 u-

16 Adapted 0.64 3 1025 0.14 3 1021 0.17 3 100 0.92 3 100

Note. The jumps of the derivatives are larger than the Re 5 4 case.

tion only. In each subdomain the coordinate transform (6)
is used.

3.1. Basic Equations

FIG. 8. Results of the solution of the advection–diffusion equation The evolution equations for a compressible, viscous,
(14) with a parameter value Re 5 4. Shown are the evolution of the thermally conducting gas with two components of molecu-
gradient thickness in dashed lines, the center of the inner subdomain for lar weights m1 and m2 are
three different initial conditions 61, 62, and 64—symbols s, ., and
e, respectively—and the vertical bars stand for the size of the inner
subdomain. The continuous line stands for the middle of the gradient. ­r

­t
1

­ruj

­xj
5 0, (19)

well as the local errors, is larger than in the previous case, S­

­t
1 uj=jD ui 5 2

Au

r
=iP 1

Bu

r
=jsij 1 Cudi2 , (20)

as shown by data of Tables V and VI.

3. THE SPECTRAL ALGORITHM S­

­t
1 ui=iD E 5 2

AT

r

­

­xi
uiP 1

BT

r
DT 1

CT

r
=isijuj , (21)

The procedure of dynamical generation of collocation
points is now applied to the full Navier–Stokes equations. S­

­t
1 uj=jD c 5

Bc

r
Dc, (22)

The basic equations are first recalled and then the domain
decomposition algorithm is detailed. The solution tech-

where the total energy E is defined bynique consists in a Fourier–Chebyshev method combined
with a matching method. The computational domain is
decomposed into subdomains in the nonperiodical direc- E 5

1
2

AE (u2
1 1 u2

2) 1 BE
Cv

Cvr
T 2 CEx2 (23)

and sij is the stress tensor,

sij 5 S­ui

­xj
1

­uj

­xi
2

2
3

dij
­u,

­x,
D, (24)

TABLE VI

Same Simulations as in Table V but for the Local Error, ERR,
Defined by Eq. (13) Which Characterizes the Jump of the Func-
tion and Its Derivatives between Two Subdomains

x2,interface Interfaces u u9 u0 u-

60.1 Adapted 0.00 0.29 3 1028 0.12 3 100 0.40 3 100

0.00 0.50 3 1027 0.28 3 100 0.40 3 100

FIG. 9. Same as in Fig. 8 for a parameter value Re 5 40. The thickness
of the gradient is much smaller than in the Re 5 4 case, but the inner Note. The upper line refers to the interface between subdomains 1 and

2. The lower one refers to the interface between subdomains 2 and 3.subdomain follows the gradient.
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and i, j, , 5 1, 2. The Stokes relation between the first and hand side of Eq. (26) is treated explicitly while the second
one is handled implicitly. This splitting has been suggestedsecond viscosity coefficients has been used. This set of

equations is closed by the equation of state for the mon- in [30] and used by several authors (see, for example, [2]).
The influence matrix method is applied to the tempera-atomic perfect gas,

ture, the concentration, and to the two components of the
velocity. The idea of the method is to seek the solution asP 5 (1 1 r 2 2rc)rT. (25)
a linear combination of the solution of the homogeneous
part of the equation of interest and the solution of theIn these equations P, r, T, and c are the pressure, the
inhomogeneous part. This one uses homogeneous Dirich-density, the temperature, and the concentration, respec-
let boundary conditions, whereas the homogeneous equa-tively; the ui are the components of the velocity. The ther-
tions require inhomogeneous boundary conditions. How-mal conductivity and the dynamic viscosity coefficients are
ever, any type of physical boundary conditions may be usedassumed to be constant. The specific heat at constant vol-
on the initial equations owing to the linear combination. Inume is Cv 5 cCv1

1 (1 2 c)Cv2
and r 5 (m1 2 m2)/(m1 1

the present case, the method is generalized as follows form2) and Cvr 5 Cv(c 5 0.5). The boundary conditions for
the two components of the velocity. Since the transportthe velocity, the temperature, and the concentration may
coefficients are constant, the two-dimensional elliptic prob-be either of Dirichlet or Neumann type. The particular
lems are written in Fourier space. In this space, they arechoice will be specified for each numerical application. No
split in Nx1

one-dimensional elliptic problems dependingboundary conditions are applied on the density and the
upon the wavenumber k. More precisely, the solution ispressure. In the following, we shall deal with two different
decomposed in Fourier space asinstabilities and it is convenient to write the equations into

a generic dimensionless form. The coefficients appearing
in Eqs. (19)–(23) shall be specified later on. The diffusive

uR m
k 5 u

R
m
k 1 O4

p51
lm

p,k uR m
p,k for m 5 1, ..., M;

(27)
parts of the Navier–Stokes are handled implicitly which
leads to elliptic problems for the velocity, the temperature,

k 5 2Nx1/2, ..., Nx1/2 1 1,and the concentration. Since the transport coefficients are
assumed to be constant, these two-dimensional problems
reduce to one-dimensional problems in Fourier space [26]. with the boundary conditions

3.2. The Parabolic Equations of Velocity, Temperature,
and Concentration

auRuRk 1 buR
duRk

dx2
5 0 at x2 5 x2,inf , x2,sup , (28)

The present work on domain decomposition takes the
classical view of the differential equation. For an equation

where auR and buR are four constants which define the bound-of order d, the function and its derivatives of order up
ary conditions. The quantities u m

1,k and u m
2,k are solution ofto d 2 1 must be matched. Consequently, for parabolic

the inhomogeneous elliptic problemsproblems, both the solution and its first normal derivative
must be matched. Several solution techniques are available
(for a review, see [1]). The choice of the influence matrix d 2 u m

1,k

dx2
2

2 s1,k u m
1,k 2 k1,k

du m
2,k

dx2
5 Su1,k

,technique has been made since it is a noniterative method.
Such a technique has been introduced in the domain de-

x2 [ Vm, m 5 1, ..., M,

(29)
composition framework by [27] and generalized by [28,
29]. Since all diffusive terms in the full Navier–Stokes
equations are nonlinear, they are separated into two contri-

d 2 u m
2,k

dx2
2

2 s2,k u m
2,k 2 k2,k

dum
1,k

dx2
5 Su2,k

,
butions as

k 5 2Nx1/2, ..., Nx1/2 1 1,
1
r

­sij

­xj
5 S1

r
2

1
rs
D ­sij

­xj
1

1
rs

­sij

­xj
, (26)

with homogeneous Dirichlet boundary conditions

where r 5 r(x1 , x2 , t) and rs 5 rs(x2) which does depend u m
j,k(x2,m21) 5 0, u m

j,k(x2,m) 5 0,
(30)upon the x2-coordinate and thus may be close to the total

m 5 1, ..., M with j 5 1, 2.density. The quantity rs is the mean value, in the x1-direc-
tion, of the total density. The difference between the total
density r and the mean value rs is only due to the variation Each elementary solution uW m

p,k satisfies the following system
of equations, in each subdomain,of density in the x1-direction. The first term of the right-
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We shall see below that this formula is mainly used withd 2um
1,p,k

dx2
2

2 s1,k um
1,p,k 2 k1,k

dum
2,p,k

dx2
5 0, u 5 1, which means that the density is taken from the

upstream subdomain, depending on the normal velocity di-
x2 [ Vm, m 5 1, ..., M 2 1,

(31)
rection.

d 2um
2,p,k

dx2
2

2 s2,k um
2,p,k 2 k2,k

dum
1,p,k

dx2
5 0, 3.4. The Temporal Scheme

The temporal discretization is the third-order, low stor-k 5 2Nx1/2, ..., Nx1/2 1 1,
age, semi-implicit Runge–Kutta scheme [1, 31]. All diffu-
sive terms are handled implicitly in Fourier space by means

with inhomogeneous Dirichlet boundary conditions of the Chebyshev acceleration method according to [26].
The time step is subject to the stability condition

um
1,p,k(x2,m21) 5 d1p , um

1,p,k(x2,m) 5 d2p , with m 5 1, ..., M,

um
2,p,k(x2,m21) 5 d3p , um

2,p,k(x2,m) 5 d4p , (32)
Dt 5 MinHaCFL

Dx1

cs 1 uu1u
, aCFL

fDx2

cs 1 uu2u
,

(36)where the index p is the number of the elementary solution.
The coefficients lm

p,k are obtained as solutions of the match- aDIF
Dx2

2

B(u,T,c)(rs/r 2 1)J,
ing equations, i.e., the matching of the function and its
normal derivative, and the physical boundary conditions

where Dxi is the spatial step in the ith direction, cs is the
local sound speed, and aCFL and aDIF are two parameters.um

j,k(x2,m) 5 um11
j,k (x2,m),

The two first constraints correspond to the convective
for m 5 1, ..., M 2 1 with j 5 1, 2, (33) terms which are treated explicitly. The third one is due

to the nonlinear diffusion terms also handled explicitly.dum
j,k

dx2
(x2,m) 5

dum11
j,k

dx2
(x2,m), However, in the numerical simulations reported below,

this term is less restricting than the stability condition due
for k 5 2Nx1/2, ..., Nx1/2 1 1, to convection. This happens because the mean density rs

is closed to the total density. Simulations are usually carried
ainfu1

j,k(x2,inf) 1 binf
du1

j,k

dx2
(x2,inf) 5 0, (34) out with aCFL in the range 0.50–0.75 and aDIF equal to 0.5.

4. NUMERICAL APPLICATIONSasupuM
j,k(x2,sup) 1 bsup

duM
j,k

dx2
(x2,sup) 5 0.

4.1. The Kelvin–Helmholtz Flow

Each of the Eqs. (33) gives 4M 2 4 equations for the This flow has received much attention in the last few
lm

p,k’s. Equations (34) give four more equations so that the years, due to its application in industrial projects. Direct
total number of equations is 4M. The solution provides numerical simulations have been carried out using either
the lm

p,k’s that allows us to build the solution in each subdo- finite-difference type methods or spectral methods [9]. The
main through Eq. (27). method used in this reference has been detailed in the

Introduction. It is based on a Fourier–Chebyshev expan-
3.3. The Hyperbolic Equation of Density sion and an adaptive mapping in the vertical direction. We

present in this section some simulations of the Kelvin–The matching of the density may be done in several
Helmholtz flow carried out with the domain decompositionways [1]. Here, a simple procedure has been used, based
method previously described. From a numerical point ofon the characteristic conditions. The value of the density
view, the interest comes from the presence of large gradi-at the interface is an average of the two values on each
ents of horizontal velocity, in addition to the unsteadyside of the interface. More precisely, the procedure reads
character of this configuration. The basic state is found by
assuming, as in the boundary layer approximation, that

r(x2,m)
the pressure and the total enthalpy are constant with a
Prandtl number equal to one. The units of velocity and
length are given by the difference of velocities across the5Hurm(x2,m) 1 (1 2 u)rm21(x2,m) if u2(x2,m) , 0

(1 2 u)rm(x2,m) 1 urm21(x2,m) if u2(x2,m) $ 0,
(35)

layer 2uy and the initial vorticity thickness di . The units
of density and temperature are given by the values in the
free stream ry and Ty , respectively:where m 5 1, ..., M 2 1.
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TABLE VII

Characteristics of the Kelvin–Helmholtz Unsteady Solutions

Run Nd Ni Nx1
Interfaces Lx2

Re Mach l1 l2 l3

1 3 3 3 51 72 Fixed 625 400. 0.8 20.000 — —
2 3 3 3 51 72 Adapted 625 400. 0.8 20.000 — —
3 7 7 3 51 100 Adapted 625 400. 0.4 17.952 l1/3 —
4 7 7 3 51 100 Adapted 625 400. 0.4 17.952 l1/3 l1/2

Note. The Prandtl number and the ratio of specific heats are equal to 1 and 1.4, respectively.

u1 5 As tanh 2x2 , u2 5 0,

(37)

Four simulations of the Kelvin–Helmholtz flows have
been carried out. Their characteristics are summarized in
Table VII. The two first lines correspond to the test caseT 5 1 1

c 2 1
2

M 2
y(1 2 (2u1)2), P 5 1.

run by Guillard et al. [9] with an adaptive procedure in a
single domain. The first simulation is carried out with fixed

The dimensionless coefficients of the Navier–Stokes interfaces. The second one uses the moving interface pro-
equations (19)–(21) are given in Table VIII. The boundary cedure. Both results are compared with the single domain
conditions are of Neumann type for the horizontal velocity results of [9] in Fig. 10 and Table IX. Figure 10 shows an
and the temperature. Dirichlet boundary conditions are excellent agreement on global quantity such as the vorticity
applied on the vertical velocity. They read thickness. This one is defined by

­u1

­x2
5 0, u2 5 0,

­T
­x2

5 0, at x2 5 6Lx2 . (38)
d 21

g 5 d 21
i

­

­x2
Sru1

r
DU

max
, (40)

There are no boundary conditions on the density and the
pressure. The collocation point generation is performed

where di is the initial vorticity thickness. The comparisonthrough the functional (4), based on the quantity u1/u1,max ,
between extreme values of the potential vorticity and thewhere u1,max is the maximum of the velocity u taken over
density is given in Table IX. Although the vorticity thick-the two-dimensional domain. This functional is then aver-
nesses are very closed to each other, the maxima of theaged in the x1-direction. Mapping (6) is used in each subdo-
potential vorticity differ by 10% at time t 5 40. The discrep-main. The dynamical generation of collocation points and
ancy on the density between the two numerical methodsthe rezoning of all variables take 12 s on a CRAY-YMP
is less than 0.5%. One conclusion of these runs is that thecomputer for three subdomains with 51 Chebyshev points
dynamical generation of collocation points is not necessaryand 72 Fourier points. The perturbations are written in
in this case.the general form

As an illustration of the robustness of the numerical
method, two simulations with a multimode perturbation
have been carried out (runs 3 and 4 of Table VII). Theu91 5

«x2

20f
exp S2

x2
2

10D OQq51
lq sin S2fx1

lq
D,

(39) wavelengths of the perturbations are determined from the
dispersion curve. This one has been obtained with a linear
stability code based on the method of normal modes.u92 5

«

2
exp S2

x2
2

10D OQq51
cos S2fx1

lq
D.

TABLE VIII

Dimensionless Coefficients of the Navier–Stokes Equations for the Kelvin–Helmholtz Flow

Au Bu Cu AT BT CT AE BE CE Bc

0 0 01
4cM 2

y

1
Re

c 2 1
c

1
sRe

1
c

AT

Au
(c 2 1)

4M 2
y

Re
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TABLE IX

Comparison of the Extreme Values of the Potential Vorticity
and the Density at Time t 5 40

Run Interfaces gmin gmax rmin rmax

Single domain — 20.54910 0.10950 3 1021 0.65798 1.2014
1 SECOMD Fixed 20.55841 0.98236 3 1022 0.65530 1.2008
2 SECOMD Adapted 20.55944 0.10191 3 1021 0.65043 1.2043

Note. The first line refers to the adaptive single domain numerical
method developed by Guillard et al. The results of the second line have
been obtained with the present multidomain method with fixed interfaces
whereas the last line has been obtained with the dynamical generation

FIG. 11. Dispersion curve of the temporal two-dimensional Kelvin–of collocation points (SECOMD).
Helmholtz instability. The growth rate and the wavenumber are noted n
and k, respectively. The convective Mach number is 0.4 and the Reynolds
number is 400. The Prandtl number and the ratio of specific heats are

The dispersion curve corresponding to the parameter equal to 1 and 1.4, respectively.
values of runs 3 and 4 is displayed in Fig. 11. From this
curve two modes of equal growth rate are determined in
such a way that l2 5 l1/3. In run 4 the most dangerous The two-mode run uses seven subdomains with 51 Cheb-
mode whose wavelength is l1/2 has been added. yshev collocation points on each and 100 Fourier points

on the horizontal direction. Since both the solution and
the best location of the subdomains are not known at
the beginning of the computation, the same number of
Chebyshev collocation points have been used in each sub-
domain. Figure 12 shows the three vortices at the very
beginning of the simulation. From time t 5 25 to t 5 50
they are rolling over each other. The pairing process is
completed at t 5 55. The pairing between the resulting
vortex and the initial third one begins at t 5 50. At t 5
105 the pairing is completed. The interfaces between sub-
domains are localized at x2 5 16.0, 5.47, and 1.15 at time
t 5 35 and at x2 5 17.2, 8.67, and 1.55 at time t 5 105.
Since the flow is almost symmetric with respect to the
origin, the interfaces are constrained to be also symmetric.
At that time the gradients have been smoothed and conse-
quently the central subdomain is larger. It is worthwhile
to note that the interfaces are located inside the main
vortex where the physical quantities and their derivatives
have nonnegligible values.

The three-mode run uses the same spatial discretization
as the two-mode run (7 3 51 3 100). The results of this
simulation are presented in Fig. 13. According to linear
stability theory, the most dangerous mode produces the
vortex that grows faster in time. Very quickly, the first
pairing process is completed. At t 5 35 the second one
begins and ends at t 5 55. Afterwards, this is simply the
evolution of one vortex of which decays very slowly in
time. The isocontours of the production term =

R
r 3 =

R
P of

the vorticity equation have been plotted, from both the
FIG. 10. Vorticity thicknesses obtained with the present multidomain two- and three-mode simulations, but they are not pre-

technique (called SECOMD) with fixed interfaces and by using the dy- sented here. They do not display any defect at the numeri-
namical generation of collocation points. The third result has been ob-

cal interfaces. Of course, this term is not the dominanttained with the single domain adaptive spectral code of Guillard et al.
vorticity production in a Kelvin–Helmholtz instability.The two first results are almost superposed. The third one is very close

to the SECOMD result. However, it is interesting to check this point since neither
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FIG. 12. Potential vorticity at selected times in the two-mode simulation. The minimum of this quantity is given in each picture.
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FIG. 13. Potential vorticity at selected times in the three-mode simulation. The minimum of this quantity is given in each picture.
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TABLE X

Dimensionless Coefficients of the Navier–Stokes Equations for the Rayleigh–Taylor Flow

Au Bu Cu AT BT CT AE BE CE Bc r

At1
cM 2

1
8f2

1
fAt

c 2 1
c

1
8f2s

1
c

1
8f 2Sc

(c 2 1)
M 2

8f2

AT

Au

ATC
u

Au

the continuity of the derivative of the density nor the pres- The basic state is found by assuming the hydrostatic equilib-
rium in the upper and lower fluids, with a constant tempera-sure are enforced in the matching conditions. We also

check that these flows cannot be simulated without the ture. Since spectral methods do not like discontinuities, the
density profile is smoothed by using the function H6(x2) 5dynamical generation of collocation points. Indeed, in a

fixed interface calculation spurious oscillations appear at 1 6 erf(x2/d). The temperature profile is then found by solv-
ing the energy equation (21). It becomesthe numerical interfaces. These oscillations grow with time

and diffuse all over the two-dimensional domain.
r 5 As(1 2 At)exp(A1 x2)H2(x2) 1 As(1 1 At)exp(A2 x2)H1(x2)

4.2. The Rayleigh–Taylor Flow
c 5 As(1 1 At)exp(A2 x2)H1(x2)/r

The Rayleigh–Taylor instability may occur in configura-
T 5 As(1 2 A2

t )[exp(A1 x2)H1(x2) 1 exp(A2 x2)H2(x2) (43)tions in which a fluid supports a denser fluid against gravity.
This flow is the object of a continuing interest due to its 2 exp(A2

1d2/4)H1(x2 2 A1d2/2)
application to inertial confinement fusion [32]. We present

1 exp(A2
2d2/4)H1(x2 2 A2d2/2)]/r(1 1 At 2 2Atc),in this section one simulation of this flow. From a numerical

point of view, the interest comes from the presence of
where A6 5 cM 2/(fAt(1 6 At)) and H6(x2) 5 1 6 erf(x2/quasi-discontinuous density and concentration profiles and
d). The parameter d represents the width of the centralfrom the unsteady character of the solution. The linear
gradient of the density. A single mode perturbation isstability analysis of the Rayleigh–Taylor flow with two
introduced in the density and concentration profilesviscous diffusive compressible fluids has not been solved.

Instead, we will use the approximate dispersion law given
by Duff et al. [33] in which both components of the incom-

r(x1 , x2) 5 rSx2 2 « cos S2fx1

l
D exp(210x2

2)D (44)
pressible fluid have the same constant kinematic viscosity
n and diffusion coefficient D. It reads

c(x1 , x2) 5 cSx2 2 « cos S2fx1

l
D exp(210x2

2)D, (45)
n 5 ÏAt gk 1 n2k4 2 (n 1 D)k2, (41)

where « and l are the amplitude and the wavelength of thewhere At , g, and k are the Atwood number, the gravity
perturbation, respectively. The wavelength corresponds toacceleration, and the wavenumber, respectively. This curve
the maximum growth rate of the linear stability theory. Thehas a maximum defined by
dimensionless form of the dispersion relation (41) reads

kmax 5
2f

lmax
5

1
2 SAt g

n2 D1/3

, nmax 5
1
2 SA2

t g 2

n D1/3

, (42)
n* 5

1
2

Ïk*4 1 8k* 2
1
2 S1 1

1
ScD k*2, (46)

for vanishing diffusion coefficient, where kmax and nmax are
the wavenumber and the growth rate of this maximum. where n* 5 n/nmax and k* 5 klmax/2f. The wavenumber
These quantities provide the units of length and time. The which corresponds to the maximum growth rate is
units of density and temperature are the values at the middle
of the central gradient initially located at the origin of the
x2 coordinate, i.e., r(x2 5 0) and T(x2 5 0), respectively. The k*max 5

2f

l*max

S2(Sc2 1 4Sc 1 2)
2Sc 1 1

(47)dimensionless coefficients of the Navier–Stokes equations
(19)–(24) are given in Table X. The Prandtl number is s,
the Mach number is defined by M 5 lmaxnmax/cs , where cs is S!1 1

2Sc3 1 Sc2

(Sc2 1 4Sc 1 2)2 2 1DD1/3

.
the speed of sound, and Sc 5 n/D is the Schmidt number.
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For vanishing molecular diffusion, the Schmidt number
goes to infinity and we obtain k* 5 1, as expected. The
numerical simulation is defined by the following parame-
ter values:

M 5 0.3, At 5 0.4, Sc 5 1, l*max 5 1.9225,

d 5 0.06, « 5 0.1, s 5 0.71, c 5 1.4.

It uses five subdomains with 51 Chebyshev points in each
one and with 120 Fourier points in the horizontal direction.
As opposed to the Kelvin—Helmholtz simulations, the
locations of the interfaces are not constrained to be sym-
metric with respect to the origin, except at the boundaries
of the inner most subdomain. The computational domain is
[0, lmax] 3 [27, 10]. In the vertical direction, the boundary
conditions are of Dirichlet type for the vertical velocity
and of Neumann type for the horizontal velocity, the tem-
perature, and the concentration. The generation of colloca-
tion points is performed through the functional (4), based
on the quantity

FIG. 14. Density profile given by the first of Eq. (43). The Mach
number is M 5 0.3, the Atwood number is At 5 0.4, and the ratio of the
specific heats is c 5 1.4. The gravity goes from left to right.

u 5
u1

u1,max
1

u2

u2,max
1

c
cmax

1
T

Tmax
, (48)

5. CONCLUSION
where the maximum of each quantity is taken over the
two-dimensional domain. This functional is then averaged A dynamical pseudo-spectral domain decomposition
in the x1-direction. Mapping (6) has been used in each method has been developed. In each subdomain a transfor-
subdomain. We also carried out a simulation with the same mation of the coordinate that depends on one parameter
parameter values but with fixed interfaces. Some spurious is used. Both the mapping parameters and the locations
oscillations appear at the numerical interfaces very quickly of the interfaces are dynamically adapted by minimizing
in time. Then these oscillations diffuse all over the two- the H 2

g-norm of the calculated solution. We have shown
dimensional domain. This shows that moving interfaces on simple functions that the total norm depends on the
are necessary to handle this configuration. In Fig. 14, the location of these interfaces. The solution of two differential
initial density profile at x1 5 lmax/2 is plotted versus the model equations have shown the efficiency of the numeri-
x2 coordinate. A zoom in of the concentration profile is cal method to find the best location of the interfaces. The
given in Fig. 15. It shows that the central gradient is almost
a discontinuity (the thickness of the gradient is equal to
10% of the perturbation wavelength and it is less than 1%
of the size of the computational domain). Nevertheless,
the numerical method can handle these stiff gradients. The
simulation has been carried out up to time t 5 10 which
is more than seven times the dimensionless linear charac-
teristic growth time. Figure 16 displays the isocontours of
concentration at time t 5 10. We recognize the mushroom
like structure. However, the classical Kelvin–Helmholtz
vortices on each side of the mushroom are inhibited by
diffusion. Indeed, the horizontal gradient of the vertical
velocity is smoothed by diffusion. This structure lies over

FIG. 15. Zoom in the concentration profile in the vicinity of the
three subdomains. The interfaces are located at x2 5 25.43, central gradient after the first time step and after the procedure of colloca-
21.17, 1.17, and 2.60 at time t 5 5.4 and at x2 5 23.33, tion point generation has been applied. The asterisks indicate the colloca-

tion points.21.11, 1.11, and 4.85 at time t 5 10.
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FIG. 17. Comparison of two methods of spectral derivation on the
profile tanh 2x2 in the interval [25, 5]. The error between the computed
solution and the exact one is displayed versus the mapping parameter a.
The number of collocation points is 21. The labels 1 and 2 refer to the
first and second derivatives with matrix product, respectively, whereas 3
and 4 refer to the first and second derivatives with the FFT.

FIG. 18. Same as in Fig. 17 with 51 collocation points.FIG. 16. Isocontours of the concentration at time t 5 10. The gravity
acceleration goes from bottom to top. The light fluid is lying above the
heavy fluid. The interfaces are located at x2 5 23.33, 21.11, 1.11, 4.85. The
central domain is constrained to be symmetric with respect to the origin.

effect of such a dynamical procedure is to minimize the
influence of the initial distribution of the collocation points.
It turns out that the overall accuracy is increased. More-
over, it automatically applies without prior knowledge of
the location of the rapid variation.

This numerical method has been applied to the simula-
tion of the full Navier–Stokes equations in two dimensions.
Matching of the density uses a simple upwind procedure
whereas velocity, temperature, and concentration are
matched with a method is derived from the influence matrix
technique. The method is illustrated on the compressible
subsonic viscous Kelvin–Helmholtz and Rayleigh–Taylor

FIG. 19. Same as in Fig. 17 with 101 collocation points.flows. This technique of dynamical generation of colloca-
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We conclude that the matrix multiplication has to be used
only with a relatively small number of collocation points.
This point is well known when no mapping is used. When
a transformation of coordinates is used with a low order
approximation the mapping parameter has to be accu-
rately determined.

APPENDIX B: PROPERTIES OF THE
COORDINATE TRANSFORM

In this appendix, we describe the coordinate transform
used in this paper. This coordinate transform depends only
on the domain boundaries and on one parameter

FIG. 20. Same as in Fig. 17 with 201 collocation points.
x2(z) 5

x2,inf 1 x2,sup

2
1 az@!1 1 S 2a

x2,sup 2 x2,inf
D2

2 z 2,

x2 [ [x2,inf , x2,sup], z [ [21, 1], a . 0. (49)
tion points may be extended to several directions of space.
This would allow the numerical simulation of flows with For small values of the parameter a, this mapping concen-
several inhomogeneous dimensions such as the Poiseuille trates the collocation points around the middle of the do-
open flow. On the other hand, extension of this method main (x2,sup 1 x2,inf)/2. For very large values of the parame-
with two periodical directions is straightforward and well ter a, mapping (49) leads to the Gauss–Lobatto
suited for the Rayleigh–Taylor instability. distribution of collocation points. Then, there must exist

a value of the parameter a that corresponds to a quasi-
APPENDIX A: DERIVATIVES WITH A uniform distribution of the collocation points. This value

TRANSFORMATION OF COORDINATE depends only on the ratio 2/(x2,sup 2 x2,inf) and is obtained
by minimizing the quantity

In this appendix we compare two methods of derivation
of Chebyshev expansion with a coordinate transform. The

D(N) 5 2/(x2,sup 2 x2,inf) ON21

j50
ux2(jj) 2 x2(jequi, j)u2 (50)first one is the matrix multiplication. In this case the sec-

ond-order derivative operator is obtained by using the
square of the first-order operator as recommended by

with respect to 2/(x2,sup 2 x2.inf). One gets the expressionRothman [34]. The second method is the fast Fourier trans-
form (FFT). The comparison is carried out on the function

a 5 0.3277(x2,sup 2 x2,inf). (51)tanh 2x2 profile. The error between the computed solution
and the exact one are plotted versus the value of the param-
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